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1 Introduction

Body-worn video (BWV) has come about as another source of information
regarding police-public interactions. To produce this video, police officers wear
specially designed cameras on their chests to record their interactions with the
public. This video then may be utilized when there is public disagreement
about police conduct. Furthermore, these cameras have been shown to increase
professionalism in the police force [1]. However, the video from the cameras has
not been analyzed thoroughly because of the sheer quantity of data produced
by them.

The Los Angeles Police Department (LADPD) seeks to protect and to serve
the residents and visitors of the city of Los Angeles via patrol, traffic, and
specialized divisions. The Department recently undertook a pilot project in its
Central Division whereby police officers received body cameras to document
their work in the field. The Department gave police officers license to turn the
cameras on when they felt their interactions should be recorded. The Research
in Industrial Projects for Students (RIPS) LAPD student rescarch group will
work with a sample of this data to develop change point detection methods that
will help to streamline the video recording and analysis processes.

2 Problem Statement

In this project, we will work to develop change point detection algorithms
to apply to video data. A significant change in the content of BWV may occur
at the time an officer exits a car and engages in public interactions. However,
it is not realistic to require an officer to record the time of exit from a vehicle—
for example, in a dangerous situation. The same reasoning applies for other
possible change points, such as entering or exiting buildings. Therefore, being
able to automatically identify change points in a video stream would both greatly
improve the efficiency of BWV analysis and reduce storage requirements. Our
immediate goal is to identify the moment of exit from a car because this is a
very clear change. We also seek to minimize the false alarm rate as we develop
our identification algorithms.

3 Mathematical Background

The mathematical background required for this project is primarily statis-
tical; specifically, it lies in the field of change point detection [3]. Change point
detection methods exist to identify critical points in a series where the under-
lying distribution changes. A wide range of these methods exist. One popular
and extensible change point detection method is the cumulative sum algorithm
(CUSUM); one variation of this algorithm computes a log-likelihood ratio after
cach new data point, adds this ratio to the sum of the previous ratios, and tests
this aggregate ratio against a chosen threshold (4, 16]. CUSUM is commonly



used for change point detection and thus provides a good framework for explo-
ration. The complex spatio-temporal inferential challenges posed by videos may
require the use of other change point algorithms drawn from Bayesian methods
and kernel methods. Bayesian methods like Gaussian processes are able to deal
well with the temporal correlation in videos [5]. Kernel methods can identify in-
teresting features in videos across space and time [6]. Video-specific algorithms
also exist, for scene labeling and change point detection; these may be applicable
as well [7].

4 Computing Background

The bulk of the computing backgronund for this project will involve methods
of image and video representation and processing (2, 3]. The machine learn-
ing and the computer vision literature provide a variety of methods well-suited
to our task. Within machine learning, representation learning algorithms are
used to learn low-dimensional feature vectors from high-dimensional input like
video. Many of these methods are framed in the theory of artificial neural net-
works. Specifically, networks such as denoising autoencoders and convolutional
nets have seen great success in recent years [8, 9]. These methods work by
hierarchically building an increasingly complex sequence of features from video
patches. Other machine learning tools from nonlinear dimensionality reduction
may be useful as well; for example, kernel principal component analysis finds
a nonlinear map from a higher-dimensional sel of dala Lo a lower-dimensional
one, where inference can be more tractable [10].

From computer vision approaches, we will explore a variety of image process-
ing algorithms. These include methods for image segmentation and boundary
detection, as well as local feature detection algorithms such as SIFT (Scale-
Invariant Feature Transform) and SURF (Speeded Up Robust Features) [11, 12].
All these methods will provide different ways of describing the relevant fea-
tures of our images compactly. Once derived from an image, these features can
be intelligently consumed by a regularizing classifier like a support vector ma-
chines (“SVM”) [13, 14]. SVMs work by finding a number of hyperplanes in
n-dimensional space that optimally segment data into two or more classes [15].

5 Possible Solutions and Project Objectives

Our first objective is to build a classifier to detect if an image has or has not
been taken within a car. We plan to use multiple machine learning algorithms
such as convolutional neural networks and support vector machines. During
the process, we will also perform data analysis on the body-worn video we re-
ceive. After developing this classifier, we plan to develop change point detection
algorithms to identify the time at which the sequence of images changes from
being inside a car to outside a car, which would indicate that the door has
been opened. The method developed is intended to work with already recorded



videos in storage (offline data). We liope that it will also work on sequentially
received video frames (online data).

If time permits, we will work to generalize our change point detection meth-
ods to handle more complicated representations of the images. First, we will
explore ways to extract multiple features from images, compute difference im-
ages, or use other methods of representing the images through time. Then, we
will build upon established change point. detection methods to write algorithms
which can be applied on the extracted time series to identify the variation in
the data that results from the opening of a door. If we are successful, we will
then proceed to developing methods to deal with online data. The methods de-
veloped during this phase of the project may provide a framework for detecting
additional change points beyond just the opening of a car door,

Our implementation will be carried out in MATLAB and/or Python. As we
usc and develop image processing and change point detection methods, we will
also evaluate the efficacy of these methods.

6 Deliverables

In the following subsections, we will outline the materials we plan to provide
to the LAPD and also the assistance from the LAPD required by this student
I‘('.‘S(}‘rll'cl'l group.

6.1 RIPS to LAPD

e Thursday, July 215!, 2016; We will give a Midterm Presentation regarding
our progress on the proposed project.

e August 15", 2016 - August 19**, 2016: We will present our final results
during RIPS’s Projects Day, which will be scheduled sometime between
August 15" and August 194",

e Friday, August 19*", 2016: We will deliver our final project report. We
will be sure to include our analysis of the video data and explanations of
our change point detection algorithm(s) in this report.

e Friday, August 19*%, 2016: We will provide the code for our proposed
algorithm(s).

Any Code sent by the 2016 LAPD RIPS student research group to the
LAPD will be in compliance with the Software Disclaimer attached to
this Work Statement.

6.2 LAPD to RIPS

e Receipt of body-worn video data by Week 2 (June 27'%, 2016 - July 1%,
2016)

e Timely response to RIPS LAPD student research group communications
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e Weekly meetings and/or conference calls with a representative from the

LAPD if necessary
e Site visit at LAPD

7 Timeline
Weeks 1-2 (6/20 - 6/24 and 6/27 - 7/1)

e Gather and review background reading

e Compose and submit work statement (by the end of Week 2)

e Begin data analysis and development of change point detection methods
Weeks 3-4 (7/5 - 7/8 and 7/11 - 7/15)

e Continuc work on change point detection methods

e Visit the LAPD site during Week 3

e During the later half of Week 4, start to prepare for the Midterm presen-
tation

Week 5 (7/18 - 7/22)

e Prepare and give Midterm presentation (date to be determined)
Weeks 6-8 (7/25 - 7/29, 8/1 - 8/5, and 8/8 - 8/12)

e Continue working on research

e During Week 8, work on the final report, code, and presentation
Week 9 (8/15 - 8/19)

e Finish research

o Finalize report and code for change point detection methods (for submis-
sion to LAPD)

o Present final presentation on RIPS’s Projects Day to LAPD (date to be
determined)
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IPAM Software Disclaimer for RIPS Sponsors

July 14, 2009

We want our RIPS sponsors to be aware of the nature of software developed by RIPS
project teams. IPAM does not regard RIPS software as anything more than a prototype
developed as a proof-of-concept only, and it is never developed for commercial use nor is
it warranted by IPAM in any way. Here are some points to remember:

1. Software developed by a RIPS project team that appears to have been created
wholly by a project team, may in fact contain proprietary codes borrowed from
other sources; the sponsor must assume all risk for using such software.

2. IPAM makes every effort to discourage misuse of proprietary software by RIPS
project participants; IPAM cannot be held responsible for such misuse.

3. As participants in an academic program, RIPS students will at times be permitted
to use software that cannot be used by sponsors without a license.

4. Any restriction required by the sponsor on the use of special software, or platform
needed to run the software, should be declared by the sponsor at the time of
negotiating the project Work Statement. Otherwise the project team is free to
choose software solutions as they see fit.
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